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Context

The pervasiveness of cyber-physical systems is highly increasing, raising many safety and security

concerns. For instance, the observation of a user’s interactions with a system should not give secret

information to an attacker. Take the example of an attacker trying to guess a password by writing

down a random input. If the system follows a naive algorithm to check the correctness of the pass-

word (i.e., checking if every letter is correct one by one and returning “false” as soon as a wrong

letter is detected), the attacker can guess how many of the first letters of their input are correct. In

order to deal with this kind of issue, we request systems to be opaque, meaning that secret behav-

iors of the system (the correct password) give the same observations to an attacker as some public

behaviors of the system. These observations may include timing delays, energy consumption, etc.

Formal methods aim at tackling problems such as opacity through the verification of formal

properties on a model abstracting the real system. A well-known formal model to reason about

timed systems is timed automata [AD94], an extension of finite-state automata with continuous

clocks measuring time. Timed automata have been extensively used to verify safety properties,

but not so much security properties, with some exceptions (e.g., [Cas09; Ben+15; WZ18; WZA18;

Amm+21; And+22; KSA22; ALM23]).

Subject

The objective of the thesis will be to study opacity properties for timed automata, with a strong

focus on timing information as was done in [And+22]. This line of research will be pushed mainly

in two directions:

• Parametric systems: parameters can be used in the model to represent a partial knowledge of

the real system or some freedom of choice one has during its design. We are then interested

in identifying for which values of the parameters the system is opaque.
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• Controllable systems: a control of a model is used to restrain some of the system’s possible

behaviors. This restriction can be aimed for example at making a system more opaque, or at

satisfying additional conditions such as energy constraints.

A focus on expiring opacity can also be made [Amm+21; ALM23].

The algorithms developed during the thesis shall be implemented in some software, in order to

be validated against benchmarks.
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Conditions

Highly motivated applicants are being sought. The thesis will take place at LIPN (Laboratoire

d’Informatique de Paris Nord) within Université Sorbonne Paris Nord. LIPN is an internationally

recognized research laboratory comprising over 150 scientists.
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